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Introduction

46% of U.S. teenagers ages 13-17 have been cyberbullied[1]. Teenagers are commonly targeted because of race or gender, with
22% thinking they were targeted because of their gender and 20% because of their race[l]. Cyberbullying has also been “linked
with suicidal thoughts and attempts[2].” We propose that identifying and banning the malicious actors responsible for such
content reduces cyberbullying and develop machine learning models capable of doing so.

Data

Our dataset[3] comprises 19,770 human-annotated tweets for
sexism, racism, both, or neither, supplemented by 589
scraped tweets based off a separate cyberbullying dataset[4].
(though complete retrieval was limited by X's current policies).
Of the total tweets, 2,071 c;ontained image;, vv.it.h 1,028 Toeet Ds —d Scraper Node —( JERTN |
successfully retrieved. To Improve generalizability, we
preprocessed the tweets by removing user mentions, links,
and recurring hashtags (notably #mkr, present in ~2% of sexist — Scraper Node — S epT4 ——
tweets referencing a specific TV show). The external tweets
were labeled to match our annotation scheme with GPT-4
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Tweets

few-shot prompting, with manual verification through Figure 1. Tweet |D to Data Pipeline for Salawu Set [2]
sampling, serving as an additional test set for model
evaluation. Methods

Fusion

For classification, we trained text-based models on the entire
dataset and multimodal models on the subset of tweets

with Images.
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— dd(e o We fine-tuned two pre-trained transformer models, GPT-2
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ensemble and multiclass. The ensemble method combines
—_ > — the results of two fine-tuned (BERT/GPT-2) binary classifiers.
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top of the concatenated embeddings of a (optionally
fine-tuned) GPT-2's last hidden layer and CLIP’s vision
transformer variant, for subset of tweets with images. This
head allows us to consider both forms of media.

This model also had an ensemble and multiclass variant. We
Results also tested classification purely off CLIP and off non-tuned
GPT-2, both of which multimodal outperformed.

Figure 2. Multimodal Classification Model with GPT-2 fine-tuned on dataset

MODEL NEITHER RACISM SEXISM BOTH
Eﬂsemb|e ENSEMBLE both acism
BERT 0.8878 0.7505 0.7763 0.0000 0.864 0.8320 0.857 1 |
GPT2 0.9214 0.7941 0.8581 0.0444 Figure 4. Multimodal Accuracy 66.6%
Ensemble
GPT?2 0.8810 0.7577 0.7623 0.0000 o Average Contribution Magnitude by Modality
Figure 6a. Distribution of all Tweets
Figure 3. Overall F-1 Scores, 5-Fold Cross-Validation 50

We found a fine-tuned GPT-2 works best across all four
categories. For the multimodal dataset (i.e. all tweets with
Images), fine-tuned GPT-2 + CLIP worked best, though when
we visualized the L2 Norm of normalized text and image
embeddings (Fig.5), we found that the images contributed
relatively little to the final classification. Regarding a low FI
score for the both class across several models, Fig.6 shows a , -

. . : Figure 6b. Distribution of Tweets w/
unbalanced distribution across categories and a low percent 0- — mage e Images
of both tweets, meaning the models have little to work with.

Conclusion

Cyberbullying is a pervasive problem and the detection of hate speech can be used to mitigate this harm. However, our
dataset fail to consider marginalized communities outside of race and gender that are affected by hate speech such as the
LGBTQ+ community. Our metrics for sexism consider a binary gender and thus fail to consider hate-speech against non-binary
iIndividuals. We also do not consider other types of cyber bullying, such as being shown unsolicited explicit images and
revenge pornography. This work can potentially be generalized to other forms of social media such as Reddit, Instagram, and
Facebook. These deficiencies may be mitigated by augmenting the dataset with real-world and synthetic tweets.
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Figure 5. Embedding Magnitude Bar Chart
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